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3 IR MALE

3.1 WiLIE:

FELERBLZ AT, WH/CiifR Kubernetes ATfE FALAIIAE CAER B A ASI R,
* Kubernetes 1.17/1.18/1.19/1.20/1.21/1.22/1.23/1.24/1.25/1.26/1.27/1.28/1.29/1.30

3.2 TR

WM ANLERM, X#F Linux #IERG a0 7 N 728, WXRErReEETEAaEN T
MZ2%E, 40 Kubernetes Dashboard &t Fifid Web #E17723E, PAN 251 PAUX 2 FE A TR,

3.2.1 Linux k&%

Kubernetes BT R G0 77 N N LR ITLEE, DL RIERRTE master 17 = fTo

1. WIARELE master 7 SHR(E, MIZEZM master 5 55F#% U1 admin.conf X 48| node 7 4 k-

scp /etc/kubernetes/admin.conf root@<¥ ;&2 IP>:/etc/kubernetes/
echo "export KUBECONFIG=/etc/kubernetes/admin.conf" >> ~/.bash_profile
source ~/.bash_profile

2. PEHIG (BT RMTEE N, WAINEETEET R, BT E T )
BBAaR:

docker load -i agent-k8s-version.tar #docker
ctr -n=k8s.io image import agent-k8s-version.tar #containerd

3. &EHRK

sudo docker images| grep k8s #docker
ctr -n=k8s.io images 1s | grep k8s #containerd

L

4. Ol %A

kubectl create ns backup

5. clusteryaml Z2HE B

-

apiVersion: rbac.authorization.k8s.io/v1l
kind: ClusterRoleBinding
metadata:
name: backup-k8s
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: cluster-admin
subjects:
- kind: ServiceAccount

(& F 50
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(% E5)
name: default
namespace: backup

kubectl apply -f cluster.yaml

sc-config-map.yaml Z2HELEI T (EIT kubectl get storageclasses &5, FHRIEFIERFHEES FE%
ZR) :

apiVersion: vl
kind: ConfigMap
metadata:
name: sc-config
namespace: backup
data:
# FEXEEIsonX
config.json: |
{
"csi": [
"csi-rbd-sc", #ERIM, HER X CSI NefEHG
"csi-rbd-delete"
1,
"nfs": [
"managed-nfs-storage", #EEXI, EE A ZHF NFS i B 14
"nfs-csi-sc",
"nfs-provisioner"
1,
"local": [
"local-storage" #ERI, HEER X Local HiXHIEH
]
}

kubectl apply -f sc-config-map.yaml

FREL HostID

L

uuidgen -r | sed "s/-//g" # TEETRWNITHS, AT agent.yaml XK HOSTIDO
~value&

agentyaml ZEEEUT (LN AWNN T RACES%, AIHE 2B BUT 2R, &N AHERER T SR Y]
e, HEZ RN PTREAE SR —T &, A Local Volume Y71 s/ El 2 Agent Pod)

apiVersion: apps/vl

kind: StatefulSet
metadata:

name: backup-agent

namespace: backup

spec:

selector:

matchLabels:
app: backup-agent

serviceName: backup-agent
replicas: 2 # NE#H., IHESZRE, 5 FEHHOSTIDS HEREF—
template:

(CaN)
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(% E5)
metadata:
labels:
app: backup-agent
spec:
affinity:
podAntiAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
- labelSelector:
matchLabels:
app: backup-agent
topologyKey: "kubernetes.io/hostname"
containers:
- env:
- name: BACKUPD_HOST
value: 172.16.30.197 #FEEX
- name: BACKUPD_PORT
value: "50305"
- name: HOSTID_ @ # #8%& Host ID , M&ES 0 FiA
value: 9e26580745ab41fea2f80bt96e739186
- name: HOSTID_1
value: 4ae732336f654ad2a322518fda9461e7
- name: BACKUPD_SSL
value: "false"
- name: POD_IMAGE
# RIBEPRIBRIE M, docker images | grep pause
value: registry.aliyuncs.com/k8sxio/pause:3.2
- name: POD_NAME
value: backup-pod
- name: DEPLOY_METHOD
value: statefulset
- name: HOSTNAME
valueFrom:
fieldRef:
fieldPath: metadata.name
# - name: BACKUPD_ACCESS_KEY
# value: "42fff1271225cf15198e55a886e78945"
- name: BACKUP_NODE
valueFrom:
fieldRef:
fieldPath: spec.nodeName
# REE, REXGRBRETENR
image: registry.docker.scutech.com/stable/focal/agent-k8s:version
imagePullPolicy: IfNotPresent
name: agent
resources: {}
securityContext:
privileged: true
volumeMounts:
- mountPath: /var/log/dbackup3
name: log-volume
- mountPath: /var/opt/scutech/dbackup3/agent
name: opt-volume
- mountPath: /var/lib/kubelet/pods
mountPropagation: HostToContainer

&)
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path: /var/lib/kubelet/pods
name: pods-path
hostPath:

path: /dev
name: dev
hostPath:

path: /opt/data/opt_volume
name: opt-volume
hostPath:

path: /opt/data/log_volume
name: log-volume
name: host-time
hostPath:

path: /etc/localtime
name: storage-class
configMap:

name: sc-config

items:

- key: "config.json"
path: "config.json"

kubectl apply -f agent.yaml

(B 7))
name: pods-path
mountPath: /dev
mountPropagation: HostToContainer
name: dev
mountPath: /opt/storage_class
name: storage-class
name: host-time
mountPath: /etc/localtime
hostIPC: true
hostNetwork: true
hostPID: true
#nodeName: k8s-master-85 #3i5%E Node T /&, LAN-free MMM AEEE, RN FREE
#nodeSelector:
# kubernetes.io/hostname: k8s-master-85 #15F Node T s, LAN-free M@ M E
volumes:
- hostPath:

B BLE 2 A, T3 E replicas 2445 HOSTID S REN ML, 51140 replicas 24 2 I, FECE HOSTID_O,
HOSTID_1 (ID 4wE M 0 JF48), FHELEX WA value, IR HOSTID XA value {EARERFE,

3. RPN E
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3.2.2 Kubernetes Dashboard &G 224t

A Kubernetes Dashboard MBI THIE % i, HAERVGIEEN V2 EH T}

1. AlEamAE R

kubernetes

LHHETE - Q  #F

+ & 6

THHHE N
Cron Jobs
Daemon Sets
Deployments
Jobs
Pods
Replica Sets
Replication Controllers
Stateful Sets
B%
Ingresses N
Ingress Classes
Senvices 1
BENEHE
Config Maps
Persistent Volume Claims 1
Secrets
Storage Classes
E=-3
Cluster Role Bindings
Cluster Roles
EZ i
BED0E

EAFRE MR

RRBH*

e

0/2a

pod (RIFKE *

1

Service *

None

kubernetes-dashboard
nfs-test

rbd

tigera-operator

BRI MG

BA{ER “app” 72 NZIE 25 E 49 Deployment f Service 7, THEZ @
HEAHEGH URL, & ZHET Docker Hub. Google Container Registry &= FAIAERG URL, THEZ &

Deployment {5185 24612 pod L FAEHE, THEZ 2

BHBFED. TREZ ¢

X PEIEE SN Service, 1EENROBRST

BETEAKXTRRRS K AEEGENE. TRES ¢

2. &l YAML AR THEE

kubernetes

£fhEDE - Q &%

+ A O

IfefE v
Gron Jobs
Daemon Sets
Deployments
Jobs
Pods
Replica Sets
Replication Controllers
Stateful Sets
RS
Ingresses i
Ingress Classes
Senvices 1
EEAEE
Config Maps #
Persistent Volume Claims
Secrets
Storage Classes
E==3
Cluster Role Bindings
Cluster Roles
EL
BT

RAFElR M AR

A YAML 3 JSON W%, HEEBAXHPIERNOHE SEENAR, THES S

1 apiversion: apps/vl
2 kind: statefulSet

3- metadata:

4 name: dbackup-agent

5 namespace: dbackup3
6+ spec:

7- selector:

8- matchLabels:

9 app: dbackup-agent

16 serviceName: dbackup-agent

11 replicas: 3
12- template:

13~ metadata:

14- labels:

15 app: dbackup-agent

16~ spec:

17~ affinity:

18- podAntiAffinity:

19- requiredburingschedulingIgnoredduringExecution:
20+ - labelSelector:

21- matchLabels:

22 app: dbackup-agent

35 fomal oo Htihatnatan §a hartnamat

MEREOE
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3.3 AR 2RI

1. EERMEHEJEZ SN running, kubectl get pod -n backup (backup &2, AIRIELRENES)

[root@k8s-master-106 ~]# kubectl get pod -n backup

READY
1/1

NAME
backup-agent-0

STATUS
Running 3

RESTARTS

AGE
7h46m

2. Kubernetes Dashboard 12

. kubernetes dbackup3 - Q gz + A
Workloads
Ifefasi ©
Cron Jobs Pods =
Daemon Sets
N - i CPU 2R ;
s = i & B e eiEs 4
Deemerts & T 1 5 i = i3 T (bytes)  SliEHE
Jobs app: dbackup-agent
Vess tegsry dockersutechcomicba  apps Kubernetes o/podindex: 2
ckup/feature/task-" ac .
Replica Sets @ R Kup3agentkBs80.621029m6 corirolier revisionhashy: dbacku | fuming ‘ Arsskiii:
P 4 p-agent-7576f469d
Replication Controllers [
Stateful Sets app: doackup-agent
&5 regisindockerscutechcom/dbe  apps kubermeteso/pocinder:
I ckup/feature/task- ac :
Ingresses 1 o ke ﬁ"pg'age""kgm'o STIO2AM ooy revisian hash:doacku Funning ° Tasssandaaon 3
p-agent-75761469d
Ingress Classes 2FFE
Senvices app: dbackup-agent
ey regist hcom/dba  apps kubernet; d-index: 0
et ckup/feature/task-100012/dbac :
Config Maps i o e BageniasB0ST0LAME comyolerrevsiannash:dbacks " Funning ’ Arossondsaee
pragent-75761469d
Persistent Volume Claims 25FE
Secrets
Storage Classes Stateful Sets = b
w5 g2 e Pods tlEadE +

&
Cluster Role Bindings

®  dbackupagent
Cluster Roles

lenglslrgduckelsculech com/dbackup/feature/task-10
001 d64

2/t

lbackup3-agentkgs:8.0.62102-am

21 seconds ago
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« EEEN
&1 Kubernetes IIFTA LR, DA AT DARKE X EEUR N 2% H &,
- HEED

BRMET RGN, BT LIRSS R R0 DORSEZ N EE .

5.2 #OrRg

e ft 6 MarfnitXl, R, —k BN, BR. BE. 8H.

o SZA0: PRI E AT,

o —IR: ARSI RIAIT— I,

o BN PENERERAE I E A [RIVE R DAREE B/ N 0 IR PR EE 5B T
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1. Ee&h: BRENMAVIF R BN, ET Gt RIESHRZEDF D AIRE R RTO,
2. RN BRIT USRS, B E EE SRR E, RIESREDE D ATRE IR R .

5.3 JFUE 2 Hi

FEF5 RS Kubernetes HAE 21, THPRIEC SERAN T %1%

1. REFFIRES
e EFmEESG, EA (BEIR] 0, TP Kubernetes BRET TR “7EL” RS, WNFNVELIR
A, EREEE RS, Kubernetes RS2 EHIZT,

2. K&
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5.4 G35

B IR EAEL 2 AT, RS eIl #5425 R85k Kubernetes SEfil, X Kubernetes & %k, e
XFF— B AIAE T
* Access key IAIE
S Y ATE Y Access Key S TnIEE %, J&H TIIRIREURIER G H P B e P S i 2 i

=
Ho

/i
1. Access Key INIEERIAAR B, BEFR, fREsudsEtla, A ORE] mm, 717 (2] w80,
&)k [Access Key s3],
2. JKEUHF Access key: Bg#ztila, mdia bA [MAKRE], &HF UKSKE), 7 [(EEm] K32
Access Key, i [(EF], FECYRTESRHFH Access Keys

5.5 IR

Kubernetes #5731k & 2 fii, iERE I EAY Kubernetes £EPIRESR G EH, XEEMT Linux ¢
& _F## Kubernetes SEERSHIG S,

1. systemctl status kubelet, #&#& kubelet [R%52 & NIEH active(running).

([root@k85—master—1®6 ~]# systemctl status kubelet
e kubelet.service - kubelet: The Kubernetes Node Agent
Loaded: loaded (/usxr/lib/systemd/system/kubelet.service; enabled; vendor preset:[
—disabled)
Drop-In: /usr/lib/systemd/system/kubelet.service.d
L-10-kubeadm. conf
Active: active (running) since Thu 2022-10-20 16:47:15 CST; 53min ago
Docs: https://kubernetes.io/docs/
Main PID: 1169 (kubelet)
Tasks: 29
Memory: 161.6M
CGroup: /system.slice/kubelet.service
L1169 /usr/bin/kubelet --bootstrap-kubeconfig=/etc/kubernetes/bootstrap-
—kubelet.conf --kubeconfig=/etc/kubernetes/kubelet.conf --config=/var/lib/kubelet/
—config.yaml --network-plugin...

2. kubectl get nodes -owide, #F Kubernetes SEEIFIBIRA, IEMLRFTA T AH Version MET v1.17.0,
BMAZRE CSLIKE), IHEFMTA Node 17 s/E7% N Ready,

[root@k8s-master-106 ~]# kubectl get nodes -owide

NAME STATUS  ROLES AGE  VERSION INTERNAL-IP EXTERNAL-IP  0S-
- IMAGE KERNEL-VERSION CONTAINER-RUNTIME
k8s-master-106  Ready master 30d v1.19.5 172.16.12.106 <none> 0
—Cent0S Linux 7 (Core) 5.4.219-1.el7.elrepo.x86_64 docker://19.3.11
k8s-node-107 Ready <none> 30d v1.19.5 172.16.12.107 <none> 0
—Cent0S Linux 7 (Core) 5.4.219-1.el7.elrepo.x86_64 docker://19.3.11
k8s-node-108 Ready <none> 30d v1.19.5 172.16.12.108 <none> 0
—Cent0S Linux 7 (Core) 5.4.219-1.el7.elrepo.x86_64 docker://19.3.11
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3. kubectl get pod -A, #F Kubernetes £££f1H Pod /275~ Running,

NAMESPACE
—RESTARTS
backup

- 7h15m
kube-system
- 30d
kube-system
o 30d
kube-system
o 30d
kube-system
o 30d
kube-system
- 30d
kube-system
- 30d
kube-system
- 30d
kube-system
o 30d
kube-system
o 30d

L

AGE

[root@k8s-master-106 ~]# kubectl get pod -A

NAME READY
backup-agent-0 1/1
calico-kube-controllers-6c89d944d5-sgspg 1/1
calico-node-442p9 1/1
calico-node-hqlx4 1/1
calico-node-srnvz 1/1
coredns-59c898cd69-bcf7r 1/1
coredns-59c898cd69-t97vc 1/1
etcd-k8s-master-106 1/1
kube-apiserver-k8s-master-106 1/1
kube-controller-manager-k8s-master-106 1/1

STATUS

Running
Running
Running
Running
Running
Running
Running
Running
Running

Running

0

3 0
9 0
9 g
7 0
7 g
9 0
10 0
9 g
13 0
76 g

J

4. kubectl get storageclasses(kubectl get sc), &5 /& & 17 1E CSI IX3/ X4 W[ StorageClass, P StorageClass

Xt M #) RECLAIMPOLICY 2754 Delete; # RECLAIMPOLICY A4 Delete, NIAEXHZ G IRHITH00 5 F
TCIEMBRES i 1 SR A

-

nfs-csi-sc

s true

—WaitForFirstConsumer fals
local-path-rancher rancher.
—WaitForFirstConsumer fals
local-storage
—WaitForFirstConsumer fals

[root@k8s-master ]# kubectl get storageclasses.storage.k8s.1io
RECLAIMPOLICY O[O

NAME PROVISIONER

—VOLUMEBINDINGMODE ALLOWVOLUMEEXPANSION  AGE

csi-rbd (default) rbd.csi.ceph.com Delete
- true 253d

csi-rbd-sc rbd.csi.ceph.com Delete
. true 148d

local-path rancher.io/local-path Delete

e 93d

io/local-path Delete

e 93d
kubernetes.io/no-provisioner Delete

e 273d
nfs.csi.k8s.io Retain

98d

Immediate 0
Immediate 0
0
O
0
Immediate 0

5. ceph -s, &FH Ceph £EREZER

IE%, &OraiifR Ceph A 283 H, Ceph hitA: Ceph Version
14.2.22 (Ceph lRAFE AT v14.0), H HHAHEABRATET 5.1,

[root@k8s-master-106 ~]# ceph -s

cluster:

id: 948d9908-dd20-4866-beea-e798e82f0252
health: HEALTH_OK

T

12
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(B 7))
services:
mon: 1 daemons, quorum k8s-master-106 (age 24h)
mgr: k8s-master-106(active, since 24h)
osd: 3 osds: 3 up (since 24h), 3 in (since 5d)

data:
pools: 1 pools, 128 pgs
objects: 825 objects, 2.3 GiB
usage: 9.8 GiB used, 590 GiB / 600 GiB avail
pgs: 128 active+clean

io:
client: 62 KiB/s wr, @ op/s rd, 4 op/s wr

1. T RIMERE S A BEHEIT Kubernetes 177,

2. Kubernetes v1.20 7148, ZRIAMIER T metadata.selfLink 7 &, SR &K 23 M AT 2R 4% i T 3X S 5
E%, 40 nfs-client-provisioner, 1SRAMIRELRS:(H FHIX LW, EHFEENESHZTE, BB
2 /etc/kubernetes/manifests/kube-apiserver.yaml X, FHEHFHSEHIN—1T -
--feature-gates=RemoveSelflLink=false ¥ #117 kubectl apply -f kube-apiserver.
yaml

3. &k S F| LAN-free ith, FEHITUATHE, F—H: FrfA1EF 41 load N modprobe iscsi_tcp,
Alj@Ed 1smod | grep iscsi_tcp M EEBRZGHATHI, £ =4 B AMRM I Pod B HE AT
/usr/sbin/iscsid

4. SRR Ceph HAEE EIE23 (A,

CSI 2% 55R%: ceph-csi.git

6. REESEHEH;: external-snapshotter.git

o

5.6 flEEFH{ENL

e, i (8], R Eamr TN, BIEFERETA Kubernetes S, mdi [F—4],
£ (EhWE] om, & (], AEEREEH Kubernetes, midi [F—%1,
£ (SOrHbR] i, s NriEt, <d (F—%).

£ (EOribR] oam, MR, S E0EE, Sd (F—$]

o SR FRCELSZRIAT, TRLSRSR AL BRI T,

o —R: FREAEESITINE, R TR RIRE, SRAFEEHRITIN RS IT 6T,

o BN FEMERIER BRV NN, SRR/ PITEL, BUETEEDY 1~24 Z RIFEEEL,

« R EEARIERBERNREL, SRRBPTIEL, BIEEEN 1~5 ZRHEELL,

o B EEARIERER AR, TEEESRABHITEL, BRI, fEEXENImEr 2L
AT Ko

« B EERIERER A, T EgRABPTEL, Eal BRI/ HY], f5EXH NTER 2
S/ H AR A T — IR

5. KE (#fmizn], RIEREREFIEINSIOEN, SE&MEN. md [(F—%]
6. £ [5ek] mim, B [fElk4), HREFLERREAIR, Md (8],

7. RS HE, BB, BOEA] DOENGHITT A, geiE. MHPRSEE EHRIE,
o HAED

=W e

5.6. AR 13
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i
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L WReS

NNV SUYER S

- NEgE: EhIEP AR,

- AJUANT: B SRS, RIS R IIRE,

- POEESE: Airid Rt EgE, ERREEREEE.

TR ZIEIT R a5 R JEEBOAN 1, EREREDY 1-255,
LS
— IR CPU OB —%, #id CPU OB JaRREm A

HEETS

SAFERIRAR S PiRf 773K, MRYE CSTIEEEN M A&7 T4
IS%O

1E5 CSI A H 7

LTI

® 2 BhESPORIYIFR

I — 2tk E

% Agent JH{TALRE

JEFH— ST RERT, SRIMERANREBALIRINEAR, 2)51E Kubernetes EXf &
X REINERE, BRI @ 42% : kubectl annotate deployments.
apps mysql -n mysql application=mysql container=mysql

@I E Agent TR ELBIRFFATAL B 45, KPR, TR fELIR
.

Yike lipay BR il 1
Wi

W7 £k B JZE I ] XFF1~60, BANEh, ERER AINMLSE & A R 2 A SR ARERHAT,

RS HILES ptdis Aoy N BRI R L s, B0 KiB/s, MiB/s B GiB/s,

RR il #5470 ) B A o3 i B PRI AL SR, B0 KiB/s, MiB/s 5% GiB/s,
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o BARRE

X4 Kubernetes &EJHERS, 0] DU I A 5K 2 #F Kubernetes PRE 25 @R R &, HZRANL SRR
=,

6.1 1462 hij

SRR B HA ALY Kubernetes S35, TECTEIZERE L2, BUSIHFNIE, 3K Kubernetes %R
PGS Y A& H B A

6.2 AIlEL B PR Ve

O AU E AR AL 2D BRAN R -

1. s, s URE]D, AN URE] T,
2. £ [BWUMIBEIR] DU, 1%+ Kubernetes Fife EHUFISEHI, smidi [F—%]),
3. £ [#r) TUmH, SER DA N RAE:

(1) [PRESRL] i il ik &2
(2) AR [FhE]
(3) MEMFEERET, sidi [F—¥]

4. 15 (REHEKR] o, SFHRERAYESFN. &d [(F—%].
5. 78 (RETHRI) oalm, s “ZE07 s k7, sl (F—%).
o dfEEE CSZEDT, PENEOTEERAT,
o HEEE CRT, RBEMELRITFEIEL

6. £ [(WEIEN] i, SHMEIED, RIEFMTHHTRE, &d (F—%])
7. 72 (GeR] TUm, WEFLAR, FIARENS. & BR2E], FRERIT,

8. $EXZE, BaBRERRIMEL I, AOERT DO ENLEAT IR, il BERSE E PR,

FTE: SR, IKE /AT RERINIR service SRIRECE R IRAFAEMSE (BIAN IP sl 1S H 00 S 2 EAL
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